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Fig. 1: Risk-Calibrated Interactive Planning (RCIP) statistically calibrates risk for human-robot interaction. Given a set of possi-
ble human intents and confidence scores, a planner generates a weighted set of actions. The set of actions from each plan are col-
lected in a set according to a threshold on the predicted intents. If there is more than one action in the set, the robot asks for help.

I. INTRODUCTION

Predicting and understanding human intent is a critical task
for robotics, specifically for safe interaction with humans in
cluttered, close-quarters environments. However, human intent
prediction is challenging because no two humans may have the
same preferences, and intents may differ depending on the spe-
cific environment. As an example, a robot is tasked with sort-
ing items into three bins based on an example provided by the
human (see Fig. 1). While the bins have a ground-truth sorting
criterion known by the human (vegetables, children’s toys, and
miscellaneous orange items), the robot must infer the human’s
intent in order to sort new items. Given the provided context,
the robot should be able to sort some unambiguous items (e.g.
the crab) autonomously, while other items (e.g. the carrot) may
be placed into multiple bins, resulting in situational ambiguity.
If asked to operate fully autonomously, the robot must take a
risk and guess the correct placement for the carrot. However,
the robot may also ask for help if it is unsure, guaranteeing
the correct action but potentially burdening the human.1

1Website with additional information, videos, and code: https://risk-
calibrated-planning.github.io/

Statement of contributions. In this work, we introduce
RCIP, a framework for measuring and calibrating risk in situ-
ations that involve interactions with humans with potentially
ambiguous action choices. Our approach utilizes deep-learned
human intent prediction models (e.g. [1, 2]) for understanding
interactivity, and rigorously quantifies the uncertainty of these
models in order to decide when to ask for help. As shown in
Fig. 1 (middle), we produce a limited set of human intents
based on the prediction model’s confidence scores. By reason-
ing about the human’s desired task outcome in the space of
intents, we efficiently plan safe actions in the face of diverse,
multi-modal human behavior, and ask for help when necessary.
We make the following contributions: (1) We demonstrate how
to use statistical risk control (SRC) to control the planning
error rate across a set of model hyper-parameters, allowing
flexible but provably safe levels of autonomy. (2) We prove
theoretical guarantees for multi-dimensional risk control for
both single-step and multi-step planning problems: with a
set of user-specified risk budgets (α1,...,αK) for different
measures of risk (e.g., probability of failure and probability
that the robot asks for help) and the robot performs the task
correctly (with high probability) by asking for help if any of
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the K risk budgets will be violated. (3) We evaluate RCIP
in both simulation and hardware with a suite of human-robot
interactive planning tasks with various styles of situational am-
biguity. Experiments across multiple platforms and human un-
certainty showcase the ability of RCIP to provide statistically
guaranteed task success rates while providing more flexible
autonomy levels than baseline approaches. RCIP reduces the
amount of human help by 5−30% versus baseline approaches.

II. RELATED WORK

RCIP brings together techniques from contingency
planning, human intent prediction, and conformal prediction
and empirical risk control. We discuss related work in each
area below.

A. Contingency Planning and Priviledged Learning

Contingency planning [3] is a growing literature on
planning for multi-agent interactive scenarios where future
outcomes are diverse. Recent approaches [4]–[7] typically fa-
vor a predict-then-plan approach, wherein multi-modal motion
predictions are first generated and then used to produce a set
of safe plans conditioned on each prediction. The authors of
[8] formulate a multi-agent contingency planning problem as a
generalized Nash equilibrium problem, thereby assuming that
agents are non-cooperative. In this work, we assume that the
human and robot act in good faith (i.e., they are cooperative).

In this work, we provide the robot with additional
information about the internal state of the “human” during
the planning phase. We eliminate the need for a separate
distillation procedure by instead using a set-valued prediction
strategy, introduced in the following sections. By allowing
the robot to ask for help when it is uncertain, we statistically
quantify risk associated with the robot acting optimally, even
when it is uncertain.

B. Human Intent Prediction

Predicting intent of humans for downstream planning
has been widely applied in autonomous driving [9]–[11],
social navigation [2, 12, 13], and game theory [14]. Several
works [10, 15] use a discrete latent variable to capture
qualitative behaviors in human motion. In this work, we
use intent prediction to bound directly the risk associated
with downstream planning. We use set-valued prediction to
compute a set of possible intents, from which a planning
module can compute a conditional plan.

C. Conformal Prediction and Empirical Risk Control

Conformal prediction [16]–[18] has recently gained
popularity in a variety of machine learning and robotics
applications due to its ability to rigorously quantify and
calibrate uncertainty. A recent line of works [19]–[21] has
extended the theory from prediction of labels (e.g. actions)
to sequences (e.g. trajectories), and other works [22, 23] have
extended conformal prediction theory to handle more general
notions of risk. Our work differs in three key ways: (i) we
provide a separate calibration stage in which the robot can
adjust its parameterization of prediction sets through a modest-
size dataset of interactive scenarios, reducing the number of

Calibration Scenarios

Test Scenarios

Step-wise Prediction Loss

Multi-Hypothesis Testing

Empirical Risk Estimate 

!𝑅 𝜆, 𝜃

Statistical Risk Calibration

High-Prob. Risk Guarantee

Risk Limit

Human Trajectory Prediction LossRobot Trajectory

𝛼

𝑇1	

ℋ 𝜆, 𝜃 : 𝑅 > 𝛼

𝑅 𝜆, 𝜃 ≤ 𝛼 
∀ℋ 𝜆, 𝜃 	rejected

…

…

…

…

𝜆, 𝜃 RCIP Parameters

Fig. 2: RCIP formulates interactive planning as a multi-
hypothesis risk control problem. Using a small set of calibra-
tion scenarios, RCIP computes step-wise prediction losses to
form an aggregate emperical risk estimate. Using a risk limit,
for each pair (λ,θ) of prediction thresholds and model hyper-
parameters, RCIP evaluates the hypothesis that the test set risk
is above the limit. Thus, for all hypotheses that are rejected,
the test set risk satisfies the threshold (with high probability).

“unrecoverable” scenarios in which the robot exceeds its risk
budget early on in a rollout, and (ii) we provide a way to
synthesize from scratch risk-averse control policies, and (iii)
we reason about human uncertainty in the space of intents,
permitting a more natural way to capture diverse interactive
behaviors than other representations (e.g. trajectories).

III. PROBLEM FORMULATION AND APPROACH

In this section, we pose the problem of human-robot
cooperation with intent uncertainty as a partially observable
Markov decision process (POMDP). We present a brief
overview of the prediction-to-action pipeline and our goals
of risk specification and flexible autonomy.

A. Dynamic Programming with Intent Uncertainty
Environment Dynamics. We consider an interaction

between a robot R and human H in environment e, governed
by a nonlinear dynamical system with time horizon T :

xt+1=fe(xt,ut) ∀t∈ [T ]. (1)

Let π=(πR,πH) denote the joint control policy.
Intent Dynamics. We assume that the human’s (potentially

unknown) policy πH is parameterized by a discrete latent
variable with the following dynamics:

zt+1∼q(·|xt,zt), (2)

where zt∈Z=[N ] characterizes the human’s intent at time
t, and N is the number of high-level human behaviors.

Planning Objective. Each agent i ∈ {R, H} has the
goal to minimize their corresponding cost function J i in
finite-horizon T with running cost li. The cumulative cost of
a policy πi starting from initial state x and a known human
intent z is:

min
πi

J i(x,z,πi)

s.t. hi(xt,zt)≤0 ∀t∈ [T ]
(x1,z1)=(x,z),

(3)



where constraints hi capture satisfaction of the human intent.
Conditional Action Selection. The optimal action for both

agents is given by the minimizer of their intent-conditioned
Q-function:

ui∗(z)=argmin
u

Qi(x,u,z) ∀i∈{R,H}. (4)

B. Risk-Calibrated Interactive Planning

Predicted Action Set. Let λ be a scalar prediction threshold
(defined next) and θ be a model hyperparameter, such as tem-
perature. We aggregate the intent predictor’s confidence scores
from gθ into a set Sλ,θ⊆Z of predicted intents via the rule

Sλ,θ(x̄t)={z∈Z :gθ(x̄t,z)≥λ}, (5)

where λ is a confidence threshold. Since human intent uncer-
tainty alone may not alter the optimal robot plan, we compute
a set of predicted actions from the set of predicted intents as

Tλ,θ(x̄t)={u∈U :∃z∈Sλ,θ s.t. u=uR∗(z) and g∗θ(x̄t,z)≥λ},
(6)

where we define g∗θ as the sum of all intent-based
confidence scores that lead to the same action, i.e.,
g∗θ(x̄t, z) :=

∑
z′∈Z gθ(x̄t, z

′)1{uR∗(z) = uR∗(z′)}. To
simplify notation, we define g∗θ(z) :=g∗θ(x̄t,z).

Policy Deployment. We now define our overall robot
policy ΠR. Given the predicted action set Tλ,θ(x̄t) defined
in Eqn. (6), the robot has two behaviors:

1) Autonomy. If Tλ,θ(x̄t) is a singleton, then the robot
is confident in the predicted action, and the action is
executed.

2) Triggering Help. If Tλ,θ(x̄t) is not a singleton, then the
robot triggers human help, and the human reveals their
true intent, z∗. The robot executes the action uR∗(z∗).

If λ and θ are chosen such that Tλ,θ(x̄t) is empty, the task is
failed. Fig. 2 depicts the empirical risk calibration procedure
used in RCIP. We prove in both single- and multi-step
settings that using our procedure, a set of parameter pairs
(λ,θ) control an arbitrary notion of risk with high probability.

IV. EXPERIMENTS

We demonstrate RCIP in three multi-step, interactive
domains, which exhibit three ways in which a robot planner
can be integrated with an intent predictor. Each interactive
prediction task is defined below.

Scenario Distribution and Calibration Dataset. RCIP
can be used to obtain risk guarantees for an unknown
scenario distribution — that is, of environments and human
partners — if can can collect i.i.d. samples from it for
calibration. We envision that RCIP will enable a robot to
interact with an end user (or set of users) through interactive
data collection. Each calibration dataset is generated by
random sampling from the environment distribution and
from the distribution over human intents.

Baselines. We compare RCIP against similar set-valued
prediction approaches. A simple but naive approach for
approximated 1−α1 coverage of optimal actions is Simple
Set, which ranks actions according to a 1−α1 threshold using

Fig. 3: Multi-step RCIP is applied in Hallway Navigation.
The robot car (blue) and human car (red) are tasked with
navigating to their respective goal states (large blue and red
rectangles). The human car is constrained via its intent to pass
through one of the five hallways (highlighted in red). The blue
car does not observe the human’s intent during evaluation.

the predictor’s raw confidence scores. Actions are sorted by
greatest to least confidence, and actions are added to the pre-
diction set in order of the sorted action set until the threshold
is reached. To measure the effect of overall uncertainty rather
than individual scores, we compare against Entropy Set,
which includes the highest overall prediction if the entropy of
the distribution predicted actions is below a threshold; if not,
then all actions are included in the prediction set, and the
robot must ask for help. To evaluate the performance of vanilla
conformal prediction against the richer hypothesis space of
RCIP, we report results for KnowNo [21]. Similar in spirit but
different from our work, KnowNo seeks to maximize coverage
of optimal actions but without any guarantees on the human
help rate, and assumes model parameters are fixed. Instead
of maximizing coverage outright, RCIP balances prediction
of optimal actions with limits on the human help rate, pro-
viding flexible performance guarantees depending on model
parameters. Lastly, we consider No Help as an option, where
the predicted action set always contains the predictor’s most-
confident action, and the human help rate is identically zero.

Metrics. For all environments, we report the task-level
risks of (i) plan success rate and (ii) human help rate, on the
test set. We also report the instantaneous risks — measured
as an average over time — of plan success and human help.

A. Simulation: Hallway Navigation

Autonomous navigation around other autonomous
decision-making agents, including humans, requires the robot
to recognize scenario uncertainty (whether another agent
will turn right or left) with task efficiency (energy spent
braking or taking detours). While safety can almost always
be guaranteed if each vehicle declares their intent at all times,
such communication can be costly, especially if human
prompting is involved. In this example (see Fig. 3), the robot
is asked to navigate to the human vehicle’s initial condition
without colliding while the human does the same. The set
of intents is Z={1,2,3,4,5}, where each intent corresponds
to one of the five hallways. The confidence scores for each



Fig. 4: Baseline comparison for RCIP verus other set-valued
predictors for Hallway Navigation. RCIP provides a frame-
work for tuning model parameters to achieve risk control, ver-
sus other methods that assume that model parameters are held
fixed: KnowNo [21], Simple Set, Entropy Set, and No Help.

Method 1−α1 Plan Succ.↑ Plan Help↓ Step Succ.↑ Step Help↓
RCIP 0.85 0.86 0.34 0.95 0.24

KnowNo [21] 0.85 0.86 0.48 0.92 0.42
Simple Set 0.98 0.85 0.48 0.92 0.42
Entropy Set − 0.75 0.07 0.86 0.02

No Help − 0.73 0 0.86 0

TABLE I: Results for Cooperative Navigation. The optimal
action miscoverage rate is held fixed between RCIP, KnowNo,
and Simple Set for comparing the other metrics.

intent are computed by taking the temperature-weighted
softmax scores for each hallway. The final action probabilities
are computed according to Eqn. (6). The robot interacts with
the human over T =200 environment time steps and predicts
the human’s intent every Tz=20 time steps. Fig. 4 provides
a comparison between RCIP and other baseline approaches
that employ set-valued prediction.

B. Simulation: Cooperative Navigation in Habitat

Habitat [24] is a photo-realistic simulator containing a
diverse set of scenes, objects, and humans models for human
robotics tasks. In this experiment, a Boston Dynamics Spot
robot and human are jointly tasked with navigating to a set
of goal objects in sequence, to simulate cleaning up a house
(i.e., grabbing various items, such as crackers, cans of soup,
etc). Each scene contains 5−10 objects of interest. Although
the human may initially be out of view of the robot, the
robot must find the human and maintain a safe distance of
one meter at all times. We simulate the human’s decision
making by choosing a high-level intent from the set of

Method 1−α1 Plan Succ.↑ Plan Help↓ Step Succ.↑ Step Help↓
RCIP 0.85 0.85 0.95 0.98 0.65

KnowNo [21] 0.85 0.85 0.96 0.98 0.66
Simple Set 0.97 0.85 1.00 1.00 1.00
Entropy Set − 0.66 0.46 0.45 0.06

No Help − 0.62 0 0.94 0

TABLE II: Results for Cooperative Manipulation. The
optimal action miscoverage rate is held fixed between RCIP,
KnowNo, and Simple Set for comparing the other metrics.

objects; here, Z=[No], where No is the number of objects
in the scene. The confidence scores for each intended object
are computed by taking the temperature-weighted softmax
scores for each goal object. The final action probabilities
are computed according to Eqn. (6). The robot interacts with
the human over T =600 environment time steps and selects
a new goal object every Tz = 100 time steps. We present
results for cooperative navigation in Table I.

C. Hardware: Cooperative Manipulation

In this example (Fig. 1), each scenario tasks the robot with
helping a human to sort a set of objects by inferring the sorting
category for each object. We assume that the human’s intent
set Z is represented in the (high-dimensional) space of natural
language descriptions, such as “the color orange”, “children’s
toys”, and “vegetables”, and that intents and actions are one-
to-one. We first use GPT-4V (gpt-4-vision-preview)
[1] to process the image by asking for a description of each
scene and use a language-only model (gpt-3.5-turbo)
to rank a set of possible plans via multiple-choice question
and answering (MCQA) [25, 26]. The temperature-weighted
softmax scores for each bin give the final action probabilities.
The robot interacts with the human over T =8 environment
time steps, and the human selects a new sorting plan every
Tz = 1 time step. We show in Table II that RCIP reduces
the plan-wise help rate by 5% and the step-wise help rate by
35% in cooperative manipulation. We use a Franka Emika
Panda arm for the robotic manipulation portion of the task.

V. CONCLUSION

We propose Risk-Calibrated Interactive Planning (RCIP), a
framework that applies statistical multi-hypothesis risk control
to address the problem of risk calibration for interactive robot
tasks. We formalize RCIP as providing a statistical guarantee
on an arbitrary number of user-specified risks, such as predic-
tion failures and the amount of human help, subject to a bound
on the rate at which the robot fails to predict the optimal
actions. By optimizing preferences over a small number of
model parameters, RCIP is able to achieve higher flexibility
in aligning to user preferences than fixed-paramter methods.
Experiments across a variety of simulated and hardware setups
demonstrate that RCIP does not exceed user-specified risk
levels. Moreover, RCIP reduces user help 5− 30% when
compared to baseline approaches that lack formal assurances.
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